Introduction

An image is a way of recording and presenting information visually. imaging machines
can capture and operate on images generated by sources that cannot be seen by
humans. These include X-ray, ultrasound, electron microscopy, and computergenerated

images. Thus, image processing has become an essential field that encompasses a wide
and varied range of applications
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Basic definitions

eImage processing is a general term for the wide range
of techniques that exist for manipulating and modifying
images in various ways .

eDigital Image may be defined as a finite, discrete
representation of the original continuous image.

A digital image is composed of a finite number of
elements called pixels, each of which has a particular
location and value .
The term digital image processing refers to processing
digital images by means of a digital computer.
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Digital image processing applications Image processing is used in a wide range of
applications for example : 4 ) pall dallaal) Gyl

eSecurity (e.g. face, fingerprint and iris recognition) ga¥) daay g o sa sl aai Jie diaY) o
« Surveillance (e.g. car number plate recognition) Gl bl A8 jaad Jie daDlall Aadiil o

« Medical applications. Aphll Gkl .
Fundamental tasks in digital image processing

Image applications require a variety of techniques that can be

divided into two main categories: image processing techniques

whose input and output are images, and image analysis

techniques whose inputs are images, but whose outputs are Gt e el (llati 4y pall Claadl)
attributes extracted from those images. cre ot e S

A. Image processing techniques include:

1. Image Enhancement JAadl (oK Al ) peall Aalleall s A
2. Image Restoration: ) e z Al

3. Image Segmentation O5Sas ysall ddad 4 AVl el B
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B. Image Analysis tasks include:
1. Image Segmentation
2. Image Representation and Description
3. Image Recognition



Types of Digital Images

The images types we will consider are:
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1) binary, 2) gray-scale, 3) color, and 4) multispectral. Lala Hll Y
1. Binary images :the simplest type of images and can take on two values, ZEPAP I o

typically black and white, or 0 and 1.

A binary image is referred to as a 1-bit image because
it takes only 1 binary digit to represent each pixel.

(a)

Figure 2.1 Binary images. (a) Object outline.
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2. Gray-scale images Gray-scale images are referred to as
monochrome (one-color) imagesThey contain gray-level
information, no color information.

The typical gray-scale image contains 8bits/pixel data, which
allows us to have 256 different gray levels. The figure belo
shows examples of gray-scale images.

In applications like medical imaging 12 or 16 bits/pixel images
are used. These extra gray levels become useful when a small
section of the image is made much larger to discern details .
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Figure 2.2 Examples of gray-scale images
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3. Color images Color images can be modeled as three-
band monochrome image data, where each band of data
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4. Multispectral imagestypically contain information

outside the normal human perceptual range. This may
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A simple image formation model

+ In a mathematical view, a monochromatic image is a two-
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dimensional function, ffx, 1), where x and y are spatial (plane)

coordinates, and the amplitude of f at any pair of coordinates (x,

) 1s called the intensity or gray level of the image at that point. Ll Cﬁ\ﬁ“‘j Sl AXy
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* The values of a monochromatic image (1.e. intensities) are said to
gray level
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quantities, the image is called a digital image.

The function _f{x, ¥) must be nonzero and finite; that is,
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Digital Image Representation

The monochrome digital image ) resulted from sampling and
quantization has finite discrete coordinates (¢ and intensities (gray
levels). We shall use integer values for these dizcrete coordinates and
gray levels. Thus, a monochrome digital image can be represented as a 2-

dimensional arrav (matrix) that has Mrows and NV columns:
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Image Sampling and Quantization

To convert the continuous function ffx,y) to digital form, we need to
sample the function in both coordinates and in amplitude.
+ Digitizing the coordinate values is called sampling.

» Digitizing the amplitude values is called quantization.
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Figure 2.3 Dhgital image resulted from sampling and quantization

Note that:

= The number of selected values in the sampling process 13 known as
the image spatinl resolution. This 13 simply the number of pixels
relative to the given image area.

= The number of selected values in the quantization process 1s called
the grev-level (color level) resolution. This 1s expressed in terms
of the number of bits allocated to the color levels.

= The quality of a digitized image depends on the resolution
parameters on both processes.



Example:

For an 8-bit image of size 51.2%51.2, determine 1ts grav-scale and storage

s1Ze.
Solution SiE=8, M=N=312
Number of gray levels L = 2F =28 =256
The gray scale 15 [0, 233]
Storage size (b)=M* N* k=512"512"*8=2,007,152 hits
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2.1 Digital Image File Formats

Types of image data are divided into two primary categories: bitmap
and vector.
Bitmap images (also called raster images) can be represented as 2-
dimensional functions f(X,y), where they have pixel data and the

corresponding gray-level values stored in some file format.
Vector images refer to methods of representing lines, curves, and
shapes by storing only the key points. These key points are sufficient

to define the shapes.



* Most of the types of file formats fall into the category of bitmap
images, for example:

* PPM (Portable Pix Map) format

* TIFF (Tagged Image File Format)

* GIF (Graphics Interchange Format)

* JPEG (Joint Photographic Experts Group) format
e BMP (Windows Bitmap)

* PNG (Portable Network Graphics)

« XWD (X Window Dump)



2.2 Types of Image processing

The processing operation will transform image pixels or gray values into

different values and/or data class depending on the information required to

perform this transformation. Generally we can divide image processing into

three types:

2.2.1 Point Processing

A pixel gray value is changed without any knowledge about pixel’'s neighbours,

like image matrix addition, subtraction, multiplication..., etc.

2.2.2 Neighbourhood processing

To change the pixel or gray level value we only need to know the interested

pixel neighbour’s values, like image filtering for noise removal and features
extraction.

2.2.3 Transforms

The entire image is processing and transforming as a single large block. We

may need to transform an image from its spatial domain into another domain

like frequency domain. Many image transforms will be consider next chapters
like, Fourier, Wavelet, or Cosine transform



Arithmetic operations }

e Addition/Subtraction

The arithmetic operations like addition, subtraction, multiplication, and division

can be implemented on image pixels individually. The result of all these
operations will effect on the pixel intensity fix,v). So,

f[:I-yjnew = f[:l?, y:}afci +- C

C: 1s any constant value

If image matrix in the range of (0 ... 255) like uint8 data class, we should
rounding and clipping all values that fill out of the range. i.e;

_ (255 if f(x,y) =255
f[:l_,y)new_ 0 I'ff{e‘fr}’:' < 0 }



¢ Multiplication/Division
Lightning or darkening of an image can be done by multiplication operation

Ex: Sketch the relation between the old and new pixel values for the following
operations.

d. f(nyjnew = f(xa .}"-}fﬂii *2
b. f(nyjnew = f(xa .}"-}fﬂii +2
C. f(nyjnew = (}((I.}-‘jmcf +2)+ 128

Ex: sub image with 4- bits/pixel ,increase the brightness by 2 then increase the darkness of the
original image by 3.

15 2 14

14 2 14




C=2
L=16=(0-15)

To mcrease the brightness perform the addition or multiplication

15+2 [ 2+2 14+2

(S
—
_|_
k-2

1+2 O+

14+1 | 2+2 14+2

Check the result

Pixel +¢=15 so 1t will be 15



15 4 15
3 2 3
15 4 15

To inerease the darkness perform the subtraction or division

15-3 2-3 14-3
1-3 0-3 1-3
14-3 2-3 14-3
Check the result

Pixel — ¢<0 so it will be 0

12 0 11
0 0 0
11 0 11




e Enhancement using basic gray level transformations
The term spatial domain refers to the image plane itself, i.e. the total
number of pixels composing an image. To enhance an image in the spatial
domain we transform an image by changing pixel values or moving them
around. A spatial domain process is denoted by the expression:

e sS=T(n)
e Wwhere ris the input image, sis the processed image, and 7°is an
operator on r. The operator 7is applied at each location (X, y) in rto

yield the output, s, at that location.

Basic gray level transformation functions can be divided into:
§ Linear: e.g. image negatives and piecewise-linear transformation

§ Non-linear: e.g. logarithm and power-law transformations



= [mage negatives
The negative of an image with gray levels in the range [0, L-1] is
obtained by using the following_expression:
s=L-1-r
where L=number of gray level
r: constant
This type of processing is useful for enhancing white or gray detail
embedded in dark regions of an image, especially when the black areas are
dominant in size.
Ex: perform negative transform on image 8-bits/pixel by 10.
=28 =256
$s=256-1-10
s=245



*Piecewise-linear transformation
The form of piecewise linear functions can be arbitrarily complex. Some important
transformations can be formulated only as piecewise functions, for example thresholding:
For any 0 <t < 255 the threshold transform Thr, can be defined as:
0 if r<t
s = Thr.(r) =

r otherwise

Thresholding Transform
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Figure 4.2 Form of thresholdng transform



Thresholding has another form used to generate binary images from the
gray-scale images. 1.e.:
0 if r<=t
s = Thr(r) =

255 otherwise

Thresholding Transform
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Figure 4 4 Form of thresholdmng transform to produce binary images



Another more complex piecewise linear function can be defined as:

2T if =110
s = r if 110 <r < 200
255 if =200
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Figure 4 6 Form of previous piecewise linear transform




Log transformation
The general form of the log transformation is
s=c=*log(l+ 1)
where ¢ 1s a constant. and it 1s assumed that » = 0. This transformation 1s
used to expand the values of dark pixels in an 1mage while compressing

the higher-level values as shown in the figure below.

Log Transform

Output Gray Level, s
=
o
i8]

o 51 102 153 204 255
Input Gray Level, r

Figure 4 8 Form of Log transform



Power-law (Gamma) transformation :

The general form of Power law (Gamma) transformation function is

s =c*rv

s:output
r:input

‘c” and y are the positive constants.



We note that, as gamma decreased from 0.6 to 0.4, more detail became
visible. A further decrease of gamma to 0.3 enhanced a little more detail

m the background, but began to reduce contrast ("washed-out" image)

(¢) (d)

(a) Ongmal MRI umage of a human spme. (b)-(d) Results of applymg power-law

transformation with ¢ = | and y = 0.6,0 4, and 0.3, respectively



Figure 412 (a) Ongmal bright mage. (b)-(d) Results of applymg power-law transformation
withc=land y=3 4 and 5, respectively



H.W:
Block from image with 9-bits/pixel , perform the following transformation :

* non linear log transform on this block by using c=1.
 perform on the original image block the piecewise linear transform by using

this function

122 245| 193 r if r<90

s = 1 2r — 150 if 90 <r < 180
80 89 80 255 if r > 180
11| 111| 122




Log transformation

The general form of the log transformation is

If c=1
S1=1*log(1+122)=
S2=1*log(1+245)=
S3=1*log(1+193)=
S4=1*log(1+80)=
S5=1*log(1+89)=
S6=1*log(1+80)=
S7=1*log(1+111)=
S8=1*log(1+111)=
S9=1*log(1+122)=

s =c=*log(l+ 1)

122 | 245| 193
80| 89| 80
111 111 122
S1| S2| S3
S4| S5| S6
S7| S8| S9




 perform on the original image block the piecewise linear

transform by using this function

90<=122<=180

(2*¥122)-150=94

245>180 =255
193>180=255

80<90=80
89<90=89
80<90=80

90<=111<=180

(2*111)-150=72

90<=111<=180

(2%111)-150=72

90<=122<=180

(2*122)-150=94

s =< 2r—150
255

if <90
if 90 < r < 180
if r > 180
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80
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111
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2.5 Image Restoration: Image restoration methods are used to

improve the appearance of an umage by application of a restoration process

that use mathematical model for image degradation.
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Example of the tvpe of degradation:

1. Blurring caused by motion or atmospheric disturbance.

2. Geometrics distortion caused by imperfect lenses.



What is noise?
Noise 1s any undesired information that contaminates an image. Noise

appears 1n 1mage from a variety of source.

In typical image the noise can be modeled with
one of the following distribution:

1. Gaussian (“normal™) distribution.

2. Uniform distribution.

3. Salt and pepper distribution.



2.5.2 Noise Removal using Spatial Filters:

Spatial filtering 1s typically done for:
1. Remove various types of noise in digital images.
2. Perform some type of image enhancement.
[ These filters are called spatial filter to distinguish them from frequency
domain filter].
The three types of filters are:

1. Mean filters

2. Median filters (order filter)

3. Enhancement filters



Spatial filters are mmplemented with convolution masks. Because
convolution mask operation provides a result that 1s weighted sum of the
values of a pixel and 1ts neighbours. 1t 1s called a linear filter.

Overall effects the convolution mask can be predicated based on the
general pattern. For example:
o [f the coefficients of the mask sum to one. the average brightness
of the image will be retained.
e [f the coefficients of the mask sum to zero. the average brightness
will be lost and will return a dark 1image.
e [If the coefficients of the mask are alternatively positive and
negative, the mask 1s a filter that returns edge information only.
e [f the coefficients of the mask are all positive, it 1s a filter that will

blur the 1mage.



The mean filters. are essentially averaging filter. They operate on local
groups of pixel called neighbourhoods and replace the centre pixel with
an average of the pixels i this neighbourhood. This replacement 1s done
with a convolution mask such as the following 3X3 mask
Arithmetic mean filter smoothing or low-pass filter.
179 179 19 N
19 1/9 1/9

_ 179 1/9 1/9




The convolution process

Mask
[

\\\ Image buffer

\ Result of Summation
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X= m1*pl + m2*p2 + m3*p3 +
m4*p4 + m5*p5 + m6*p6 +
m7*p7 + m8*p8 + m9*p9



a. Overlay the convolution mask in the upper-left corner of the image.
Multiply coincident terms, sum, and put the result into the image buffer

at the location that corresponds to the masks current center, which is
(r.c)=(1.1).



Mask Image buffer
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b. Move the mask one pixel to the right , multiply coincident terms sum |
and place the new results into the buffer at the location that corresponds to
the new center location of the convolution mask which 1s now at (r,c)=(1,2),

continue to the end of the row.



Mask Image buffer
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¢. Move the mask down on row and repeat the process until the mask is

convolved with the entire image. Note that we lose the outer row(s) and
columns(s).
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New image(buffer)
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8 3 7 8
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New image(buffer)
New image(buffer)



2.5 Image Restoration: Image restoration methods are used to

improve the appearance of an umage by application of a restoration process

that use mathematical model for image degradation.
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Example of the tvpe of degradation:

1. Blurring caused by motion or atmospheric disturbance.

2. Geometrics distortion caused by imperfect lenses.



What is noise?
Noise 1s any undesired information that contaminates an image. Noise

appears 1n 1mage from a variety of source.

In typical image the noise can be modeled with
one of the following distribution:

1. Gaussian (“normal™) distribution.

2. Uniform distribution.

3. Salt and pepper distribution.



2.5.2 Noise Removal using Spatial Filters:

Spatial filtering 1s typically done for:
1. Remove various types of noise in digital images.
2. Perform some type of image enhancement.
[ These filters are called spatial filter to distinguish them from frequency
domain filter].
The three types of filters are:

1. Mean filters

2. Median filters (order filter)

3. Enhancement filters



Spatial filters are mmplemented with convolution masks. Because
convolution mask operation provides a result that 1s weighted sum of the
values of a pixel and 1ts neighbours. 1t 1s called a linear filter.

Overall effects the convolution mask can be predicated based on the
general pattern. For example:
o [f the coefficients of the mask sum to one. the average brightness
of the image will be retained.
e [f the coefficients of the mask sum to zero. the average brightness
will be lost and will return a dark 1image.
e [If the coefficients of the mask are alternatively positive and
negative, the mask 1s a filter that returns edge information only.
e [f the coefficients of the mask are all positive, it 1s a filter that will

blur the 1mage.



The mean filters. are essentially averaging filter. They operate on local
groups of pixel called neighbourhoods and replace the centre pixel with
an average of the pixels i this neighbourhood. This replacement 1s done
with a convolution mask such as the following 3X3 mask
Arithmetic mean filter smoothing or low-pass filter.
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The convolution process

Mask
[

\\\ Image buffer

\ Result of Summation
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a. Overlay the convolution mask in the upper-left corner of the image.
Multiply coincident terms, sum, and put the result into the image buffer

at the location that corresponds to the masks current center, which is
(r.c)=(1.1).



Mask Image buffer
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b. Move the mask one pixel to the right , multiply coincident terms sum |
and place the new results into the buffer at the location that corresponds to
the new center location of the convolution mask which 1s now at (r,c)=(1,2),

continue to the end of the row.



Mask Image buffer
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¢. Move the mask down on row and repeat the process until the mask is

convolved with the entire image. Note that we lose the outer row(s) and
columns(s).
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The median filter 1s a non linear filter (order filter). These filters are
based on as specific type of mmage statistics called order statistics.
Typically, these filters operate on small sub mmage, “Window™. and
replace the centre pixel value (similar to the convolution process).

Order statistics 1s a technique that arranges the entire pixel in sequential
order. given an NXN window (W) the pixel values can be ordered from

smallest to the largest.

Where I;. I, Is........., Ix are the intensity values of the subset of pixels

in the image.



New image(buffer)

7
5
image




Example:

Given the following 3X3 neighborhood

55 6
3 4 5
L 3 4 7

We first sort the value in order of size (3.3.4.4.5.5.5.6.7) : then we select the
muddle value . un this case 1t 15 5. This 5 1s then placed in centre location.
A median filter can use a neighbourhood of any size. but 3X3, 5X5 and 7X7
are typical. Note that the output image must be written to a separate 1mage (a
buffer): so that the results are not corrupted as this process 1s performed.
(The median filtering operation 1s performed on an 1mage by applying the

sliding window concepts. similar to what 1s done with convolution).



The mudpoint filter 1s actually both order and mean filter because 1t rely on
ordering the pixel values . but then calculated by an averaging process. This
midpoimnt filter 1s the average of the maximum and minimum within the

window as follows:

Dl‘dEl‘ set = I]. < II E 13 ........................ <I N .

Midpoint = (I;+1 x°)/2

The mudpoint filter 1s most useful for Gaussian and uniform noise.



2.5.3 The Enhancement filter:

The enhancement filters are:
1. Laplacian type.
2. Daifference filter.
These filters will tend to bring out. or enhance details in the 1mage.

Example of convolution masks for the Laplacian-type filters are:

0 -1 0 ) 1 -1 -1 2 1 2
S S | 109 -] 1 5 1
L0 -1 0 1 -1 -1 2 1 -2

The Laplacian type filters will enhance details in all directions equally.






The difference filters will enhance details in the direction specific to the
mask selected. There are four different filter convolution masks.

corresponding to lines 1n the vertical. horizontal and two diagonal directions.

Vertical Horizontal
0 1 0 0 0 0
0 | 0 1 1 -1
0 -1 0 0 0 0
Diagonal 1 Diagonal 2
1 0 0 0 0 1
0 1 0 0 1 0



a. Original image

b. Difference filtered image



Image Enhancement: Image Histogram

Image Histogram is a graph that indicates the number of occurrence (times) of a
gray level (intensity) in the image. It provides important information about:

* In a dark image, the gray level would be clustered at the lowest level (left
side of histogram)

®* In a bright image, the gray level would be clustered at the highest level
(right side of histogram)

* In a well contrasted image, the gray-level would be well spread out over
the range



histogram can be modified by mapping functions. which will stretch. shrink

(compress). or slide the histogram. Figure -~ 1llustrates a graphical
representation of histogram stretch. shrink and slide.
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¢. H stogram slice.



e RGB to Grey Image Converting:

The RGB colored image like the pixel (r,g,b) = (100,10,150) could be converted
to a gray image using one of the following formula,

I. The Average method, simply average the values: (R + G + B)/3
gray = (100+10+150)/3 = 86.6667 = 87

2. The Lightness method, averages the most prominent and least prominent
colors ( max (R,G,B) + min (R,G,B) ) /2
gray = (150 + 10)/2 = 80

3. The Luminosity method 0.21R + 0.71G + 0.07B. It is a more sophisticated
version of the average method. It also averages the values, but it forms a
weighted average to account for human perception. The fact is the humans
are more sensitive to green than other colors, so green is weighted most
heavily. The formula is,

gray=021R+ 071G +0.07 B=38.6 =39

The Luminosity method tends to reduce contrast. 1t works best overall and 1t

is the default method used in most applications. Some images look better
using one of the other algorithms. Sometimes the four methods produce
very similar result.

4. The weighted average method, 0.299R+ 0.587G+ 0.114B



